Non-invasive control of synchronization region of a forced self-oscillator via a second order filter
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Abstract

A simple controller based on a second order active filter is proposed to extend the synchronization region of a forced weakly non-linear self-sustained oscillator. The controller stabilizes unstable periodic orbits that exist in the uncontrolled system outside the synchronization region. The control algorithm is non-invasive in the sense that it uses only small control perturbations. We present analytical and numerical results as well as an experimental demonstration.
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1. Introduction

Synchronization is a natural property of interacting self-sustained oscillators, intensively studied in many physical, chemical, and biological systems [1,2]. Synchronization effects are widely used in engineering, for example, for improvement of the line width of a high-power generator with the help of a low-power generator having a narrower spectral line. In biological systems, abnormal physiological oscillations (e.g. heart beat disorders) can be normalized via synchronization by appropriate external or internal stimuli [3].

In many practical applications the need arises to control the synchronization phenomenon. The engineers and applied mathematicians have been dealing with control problems for a long time and a huge amount of knowledge has been gathered [4,5]. An idea of non-invasive control has been emphasized by physicists one and a half decade ago in the context of controlling chaos [6]. The non-invasive control assumes that the control force vanishes when the target state is reached. The key idea is based on exploiting inherent unstable periodic orbits (UPO’s) embedded in a strange attractor of chaotic system; these UPO’s can be stabilized with only tiny perturbations. Following pioneering paper [6] many different control techniques of such type have been proposed (cf. [7] and references therein). The non-invasive control techniques are attractive not only because they require less energy cost (cf. Refs. [8–11]), but their intervention to the controlled system is minimal as well. The latter property is particularly important for application to biological systems.

The idea of non-invasive control we have recently adapted to extend the synchronization region of a periodically forced self-sustained oscillator [12,13]. It is common knowledge that a weakly non-linear self-sustained oscillator can be synchronized by an external force only in a certain region of parameters, namely, when the amplitude of the external force is sufficiently large and the frequency detuning is sufficiently small. Outside the region of synchronization the oscillator exhibits a quasi-periodic motion, however, the quasi-periodic regime is characterized by the presence of UPO’s. These UPO’s can be stabilized by a tiny feedback perturbation and thus the region of
synchronization can be extended non-invasively. We have considered two methods of non-invasive control. One of them [12] uses the well-known delayed feedback control (DFC) algorithm [14], and another [13] is based on constructing a backward time replica of the original oscillator that has the same UPO’s as the original but with opposite stability properties. Both methods have some advantages and shortcomings and the specific choice of the method is dictated by the convenience of the situation. The DFC is a model independent algorithm while the backward time control (BTC) method requires the knowledge of the system equations. Here we propose an alternative model independent control algorithm, which is simpler to implement in experiment as the DFC. In this method, a second order active filter is employed instead of a delay line used in the DFC method. We analyze both stable and unstable filters and show that in some situations the unstable filter may be more appropriate than the stable.

The remainder of the Letter is as follows. Section 2 is devoted to the description of the control algorithm and the problem formulation. In Section 3, we derive amplitude equations for the controlled weakly non-linear van der Pol oscillator and perform linear stability analysis. Numerical demonstrations of the system dynamics under control is presented in Section 4. Section 5 is devoted to the experimental implementation of the technique for an electronic self-sustained oscillator. The Letter is finished with conclusions in Section 6.

2. Control algorithm and problem formulation

Consider a self-sustained oscillator driven by an external periodic force. In a certain region of parameters, the oscillator is synchronized by the external force, however, due to drift of parameters the synchronization may be lost and a beat phenomenon may appear. Suppose that our aim is to maintain the synchronous regime in the presence of the drift. Imagine that we cannot control the parameters of the external force, but there is some dynamic variable of the oscillator accessible for experimental observation and we can influence the dynamics of the oscillator through some accessible input. We seek to construct a feedback controller that makes the synchronization region as large as possible. We want to achieve this non-invasively by exploiting the UPO’s lying outside the synchronization region.

To control the synchronization region we introduce a controller based on a second order active filter. The block diagram of the control technique is shown in Fig. 1. By \( \omega_0 \) and \( \omega_c \) are denoted the characteristic frequencies of the self-sustained oscillator and the filter, respectively; \( a \) is the amplitude and \( \omega \) is the frequency of external force, \( k \) is the strength of the feedback signal.

In our theoretical considerations, we specify a self-sustained oscillator by the van der Pol equation. Then the theoretical model of the control technique diagramed in Fig. 1 can be presented in the form

\[
\dot{x} + \omega_0^2 x + \epsilon (x^2 - 1) \dot{x} = a \sin(\omega t) - k(x - q \dot{u} - pu),
\]

(1)

\[
\ddot{u} + \omega_c^2 u + bu = \dot{x}.
\]

(2)

The left-hand side of Eq. (1) represents the standard van der Pol equation. The parameter \( \epsilon \) is responsible for the strength of non-linearity of the oscillator. The first term in the right-hand side is an external periodic force and the second term describes the control perturbation. Eq. (2) defines the controller, a second order filter described by two basic variables \( u \) and \( \dot{u} \). The values of the parameters \( p \) and \( q \) will be determined below. The parameter \( b \) is the damping coefficient of the filter. We will consider both the positive and negative values of this parameter, which correspond respectively to the stable and unstable filter. Note that the idea of an unstable controller has been proposed previously to overcome a topological limitation of the usual DFC technique applied to torsion-free UPO’s [15]. It has been also exploited for an adaptive stabilization of saddle type steady-states [16]. Here we show that the unstable filter can improve the controller performance for small amplitudes of the driving force.

3. Amplitude equations and linear stability analysis

The system (1)–(2) admits an analytical treatment if the following inequalities are met

\[
\frac{\epsilon}{\omega_0} \ll 1, \quad \frac{a}{\omega_0^2} \ll 1, \quad \frac{k}{\omega_0} \ll 1, \quad \frac{|b|}{\omega_0} \ll 1,
\]

\[
\frac{|\omega - \omega_0|}{\omega_0} \ll 1, \quad \frac{|\omega - \omega_c|}{\omega_0} \ll 1.
\]

(3)

In this case Eqs. (1)–(2) describe weakly perturbed harmonic oscillators with eigenfrequencies \( \omega_0 \) and \( \omega_c \) close to the frequency \( \omega \) of the external force, or more precisely, the system is close to a Hopf bifurcation. For such a system we can apply the method of averaging. First we rewrite Eqs. (1)–(2) as a system of ordinary differential equations of the first order

\[
\dot{x} = y,
\]

(4)

\[
\dot{y} = -\omega_0^2 x - \epsilon (x^2 - 1) y + a \sin(\omega t) - k(y - qv - pu),
\]

(5)

\[
\dot{u} = v,
\]

(6)

\[
\dot{v} = -\omega_c^2 u - bv + y.
\]

(7)

We look for solutions of the system (4)–(7) in the form

\[
x = \frac{1}{2} \left[ A(t)e^{i\omega t} + A^*(t)e^{-i\omega t} \right],
\]

\[
y = \frac{1}{2} \left[ B(t)e^{i\omega t} + B^*(t)e^{-i\omega t} \right],
\]

\[
v = \frac{1}{2} \left[ C(t)e^{i\omega t} + C^*(t)e^{-i\omega t} \right],
\]

\[
u = \frac{1}{2} \left[ D(t)e^{i\omega t} + D^*(t)e^{-i\omega t} \right].
\]
\[ y = \frac{1}{2i\omega} \left[ A(t)e^{i\omega t} - A^*(t)e^{-i\omega t} \right], \]  
\[ u = \frac{1}{2} \left[ B(t)e^{i\omega t} + B^*(t)e^{-i\omega t} \right], \]  
\[ v = \frac{1}{2i\omega} \left[ B(t)e^{i\omega t} - B^*(t)e^{-i\omega t} \right]. \]  

Here \( A(t) \) and \( B(t) \) are new variables, slowly varying complex amplitudes. Substituting Eqs. (8)–(9) in system (4)–(7) and averaging over the period \( T = 2\pi/\omega \) of fast oscillations we obtain the equations for the complex amplitudes

\[ \dot{A} = \frac{\omega^2 - \omega_0^2}{2i\omega} A - \frac{\varepsilon}{2} A \left( \frac{|A|^2}{4} - 1 \right) - \frac{a}{2\omega} k \left( \frac{1}{2} A - q B - \frac{p}{2i\omega} B \right), \]
\[ \dot{B} = \frac{\omega^2 - \omega_c^2}{2i\omega} B - \frac{b}{2} B + \frac{1}{2} A. \]

For \( k = 0 \), the steady state solutions of Eq. (10) define the stationary amplitudes \( A_0 \) of a forced oscillator without control. The control algorithm will be non-invasive if the control perturbation does not change these stationary solutions. The requirement is fulfilled if the right-hand side of Eq. (11) and the control perturbation [the last term proportional to \( k \) in Eq. (10)] turn to zero simultaneously. This happens if the following equalities take place

\[ q = b, \quad p = \omega_c^2 - \omega^2. \]  

Conditions (12) represent the main requirement for the controller parameters which makes the control algorithm non-invasive. In the following we suppose that these conditions are satisfied.

To simplify Eqs. (10)–(11) we rescale the amplitudes

\[ A = 2Z, \quad B = 2W \]

and introduce new parameters

\[ a = \frac{a}{2\varepsilon\omega}, \quad v = \frac{\omega^2 - \omega_0^2}{\varepsilon\omega} \approx 2 \omega - \omega_0, \]
\[ \kappa = \frac{k}{\varepsilon}, \quad \nu_c = \frac{\omega_c^2 - \omega_0^2}{\varepsilon\omega}, \quad \gamma = \frac{b}{\varepsilon}. \]  

Then Eqs. (10)–(11) take the form

\[ (2/\varepsilon) \dot{Z} = -ivZ - Z(|Z|^2 - 1) - \alpha - \kappa (2/\varepsilon) W, \]
\[ (2/\varepsilon) \dot{W} = -ivcW - \gamma W + Z. \]

The parameters \( v \) and \( \nu_c \) define the frequency detuning of the van der Pol oscillator and filter, respectively; \( \kappa \) is a rescaled value of the control gain, and \( \gamma \) is a rescaled value of the filter damping.

We start the analysis of the system (15)–(16) from finding stationary solutions. Setting \( \dot{Z} = 0, \dot{W} = 0 \) and \( Z = Z_0, \ W = W_0 \) we obtain

\[ -ivZ_0 - Z_0(|Z_0|^2 - 1) - \alpha = 0, \]
\[ W_0 = Z_0/(\nu_c + \gamma). \]  

The stationary values of the oscillator amplitude \( Z_0 \) are defined by Eq. (17), which does not depend on the filter variables. Thus the controller does not change the periodic solutions of the forced oscillator with period \( T \), however, as will be apparent below it can change their stability. To solve Eq. (17) we introduce the notations

\[ s = |Z_0|^2, \quad f_v(s) = s\left[(s-1)^2 + \nu^2\right]. \]  

Then the stationary values of \( s \) can be found by solving the cubic equation

\[ f_v(s) = \alpha^2 \]

with respect to \( s \). Knowing \( s \), from Eqs. (17)–(18) one can easily determine the steady state values \( Z_0 \) and \( W_0 \). Note that the radius of periodic orbit in the \( (x, y) \) plane is defined by \( |A_0| = 2|Z_0| = 2\sqrt{s} \). Eq. (20) has three real roots provided

\[ \alpha_1^2(v) < \alpha^2 < \alpha_2^2(v), \]
\[ \alpha_{1,2}^2(v) = \frac{2}{27} \left[ 9\nu^2 + 1 \mp (1 - 3\nu^2)^{3/2} \right] \]

or one real root otherwise. Thus the forced van der Pol oscillator has either three or one periodic orbit(s). Fig. 2(a) shows the bifurcation diagram of the uncontrolled oscillator \( (\kappa = 0) \) in the plane of parameters \( (\nu, \alpha) \). Since it is symmetrical with respect to the \( v \) and \( \alpha \) axis, only the part \( v \geq 0, \alpha \geq 0 \) is presented. The region with three orbits is between thick dashed (blue online) lines. Outside this region there is only one periodic orbit. Some typical periodic orbits [in the \( (x, y) \) plane] taken from different regions of the bifurcation diagram at some fixed values of the parameters \( (\nu, \alpha) \) are shown in Fig. 2(a).

To determine the stability of periodic orbits, we linearize Eqs. (15)–(16) around the stationary solution \( Z = Z_0, \ W = W_0 \) and obtain the characteristic equation

\[ \Lambda^4 + a_1\Lambda^3 + a_2\Lambda^2 + a_3\Lambda + a_0 = 0. \]  

Here we use the notation \( \Lambda = 2\lambda/\varepsilon \), where \( \lambda \) is the eigenvalue of the linearized Eqs. (15)–(16), which coincides with the Floquet exponent (FE) of the corresponding periodic orbit. The coefficients of the polynomial in Eq. (23) are

\[ a_0 = (\nu_c^2 + \gamma^2)f_v'(s), \]
\[ a_1 = 2\gamma f_v'(s) + 2(\nu_c^2 + \gamma^2)(2s - 1) + 2[\gamma(2s - 1) - \nu_c^2]k, \]
\[ a_2 = f_v''(s) + 4\gamma(2s - 1) + \nu_c^2 + \gamma^2 + 2(\gamma + 2s - 1)k + k^2, \]
\[ a_3 = 2\gamma + 2s - 1 + k, \]

where \( s \) is the solution of the cubic equation (20) and

\[ f_v''(s) = (3s - 1)(s - 1) + \nu^2 \]

is the derivative of the function \( f_v(s) \) defined in Eq. (19).

First we discuss the stability of periodic orbits of the uncontrolled system for \( \kappa = 0 \). In this case the forth order polynomial (23) can be presented as a product of two second order
Fig. 2. (Color online.) The bifurcation diagrams of a forced oscillator (a) without control, and under control with the use of (b)–(c) stable, and (d) unstable filters. The dashed lines (blue) are defined by Eq. (22). The region between these lines correspond to three periodic orbits. Outside this region there is only one periodic orbit. The solid line (red) is the hyperbola (31) defining the Hopf bifurcation of the uncontrolled oscillator. Examples of periodic orbits in different regions of the bifurcation diagram are shown in (a). The cross marks a set of parameters \((\nu, \alpha) = (0.25, 0.6)\) with only stable orbit of the amplitude \(|A_0| \approx 2.395\), the solid dot denotes a set \((\nu, \alpha) = (0.25, 0.3)\) with three periodic orbits; the largest orbit (solid line) of the amplitude \(|A_0| \approx 2.12\) is stable, the middle orbit (open circles) is of a saddle type, and the smallest orbit (dashed line) is unstable with \(|A_0| \approx 0.645\) and \(\lambda_0 \approx (0.396 \pm 0.114)i\). By grey (green) is shown the synchronization region of the uncontrolled oscillator (the original Arnold tongue). By dark grey (blue) are depicted extended area of the synchronization region due to control. The parameters of the controller are: (b) \(\gamma = 0.25, \kappa = 1.2, \nu_c = 0\); (c) \(\gamma = 0.01, \kappa = 1.01, \nu_c = 0\); (d) \(\gamma = -0.5, \kappa = 4, \nu_c = 0\).

polynomials and the eigenvalues are defined by two independent quadratic equations

\begin{align}
\Lambda^2 - 2(1 - 2s)\Lambda + f'_\nu(s) &= 0, \\ \Lambda^2 + 2\gamma \Lambda + \nu_c^2 + \gamma^2 &= 0. 
\end{align}

They define the eigenvalues of two independent subsystems; Eq. (29) corresponds to the uncontrolled oscillator, while Eq. (30) describes the eigenvalues of the free filter. The eigenvalues of the free filter are \(\Lambda_{1,2} = -\gamma \pm i\nu_c\). The characteristic Eq. (29) defining the stability of periodic orbits of the uncontrolled oscillator depends on the parameter \(s\), i.e., on the amplitude of the orbit \(|A_0| = 2\sqrt{s}\). Two different types of bifurcations may occur in the system. For \(f'_\nu(s) = 0\) we have a tangent (saddle-node) bifurcation, and for \(s = 1/2\) a Hopf bifurcation arises. The Hopf bifurcation defines the minimal amplitude of the stable orbit \(A_{\min} = \sqrt{2}\). The orbits with amplitude \(|A_0| < A_{\min}\) are unstable. In the \((\nu, \alpha)\) plane, this condition defines the hyperbola

\[\alpha^2 = f_\nu(1/2) = \nu^2/2 + 1/8,\]

which is shown by a solid (red online) line in Fig. 2(a). Above this line the oscillator is synchronized with the external force. The condition of the saddle-node bifurcation \(f'_\nu(s) = 0\) defines the boundaries \(\alpha^2 = \alpha^2_{\nu,\lambda}(\nu)\) of the region with three periodic orbits in the \((\nu, \alpha)\) plane [dashed solid lines in Fig. 2(a)]. In this region, the largest orbit is stable, while two other orbits are
unstable. The middle orbit is of a saddle type; it satisfies the condition \( f'_0(s) < 0 \) and has two real FE’s of different signs. The smallest orbit is unstable and has a pair of complex conjugate FE’s. In Fig. 2(a), the stable orbits are depicted by solid lines, the unstable orbits with a pair of complex conjugate FE’s are shown by dashed lines, and the saddle orbit is marked by open circles. The gray (green online) region in the \((v, \alpha)\) plane, where at least one orbit is stable, corresponds to the synchronized motion of the oscillator and is known as the Arnold tongue.

We now analyze the stability of periodic orbits for the closed feedback loop when \( \kappa \neq 0 \). The stability conditions of the polynomial (23) can be determined from the Hurwitz criterion

\[
a_0 > 0, \quad a_3 > 0, \quad a_3a_2 - a_1 > 0, \quad a_3(\omega_1a_2 - \omega_0a_3) - \omega_1^2 > 0.
\]  

If these inequalities are satisfied all the roots of Eq. (23) are in the left half plane, \( \text{Re} \Lambda < 0 \). From the first inequality \( a_0 > 0 \) and Eq. (24) it follows that the necessary stability condition is \( f'_0(s) > 0 \). It means that the controller cannot stabilize the saddle orbits. This is related to an odd number limitation, which states that adaptive control techniques cannot stabilize unstable steady states with an odd number of real positive eigenvalues [16]. This limitation remains even in the case of an unstable filter for \( \gamma < 0 \), since the eigenvalues of the filter are complex conjugate. In order to overcome this limitation one needs an additional unstable mode with one real positive eigenvalue. In this Letter, we do not consider such a modification of our control algorithm.

In the following we analyze the stability of UPO’s with complex conjugate pair of FE’s, which are depicted in Fig. 2(a) by dashed lines. Figs. 2(b)–(d) show an extension of the Arnold tongue due to the stabilization of these orbits. The regions of stability are obtained from conditions (32) for \( \nu_c = 0 \) \((\nu_c = \omega)\) and different values of parameters \( \gamma \) and \( \kappa \). In this Letter, we do not analyze the case \( \nu_c \neq 0 \), which leads to non-symmetrical bifurcation diagram with respect to the transformation \( v \to -v \). The cases (b) and (c) correspond to a stable filter \((\gamma > 0)\), while the case (d) represents an unstable filter \((\gamma < 0)\). The analysis shows that if we fix \( \gamma \) and increase \( \kappa \) then the region of synchronization first increases and then again decreases. In other words, for a fixed \( \gamma \), there exists an optimal value \( \kappa_{mx} \) for which this region is maximal. In the figures, we show maximal synchronization regions for different values of \( \gamma \) and \( \kappa = \kappa_{mx} \). From Figs. 2(b) and (c) we see that in the case of a stable filter, the Arnold tongue can be essentially enlarged if the damping coefficient \( \gamma \) is sufficiently small. This can be partially explained by a frequency domain analysis of the transfer function of the filter

\[
H(\Omega) = \frac{\omega^2 - \Omega^2}{\omega^2 - \Omega^2 + i\Omega \nu \gamma}.
\]  

For \( \omega_c = \omega \) and small \( \gamma \), the transfer function is approximately equal to unity \( H(\Omega) \approx 1 \) almost for all frequencies \( \Omega \), except a narrow window close to \( \Omega \approx \omega \), and it vanishes for \( \Omega = \omega \). Thus the controller does not change the first harmonic of a periodic orbit of the frequency \( \omega \) and provides a negative feedback for all other frequencies.

The stable filter is ineffective to stabilize small periodic orbits in the region where the system has three periodic orbits. As evident from Fig. 2(d), the region of small amplitudes \( \alpha \) can be effectively controlled by the unstable filter \((\gamma < 0)\). It is interesting to note that the unstable filter inverts the synchronization region; the large periodic orbits in the original Arnold tongue become unstable, and the small orbits inside and outside the original Arnold tongue become stable.

Different optimization problems of the control algorithm may arise depending on the application. Apart of extension of the synchronization region one may require to minimize the time needed for synchronization. To solve this problem we have to analyze the roots of the fourth order polynomial (23) in dependence of the parameters. Fig. 3 shows the dependence of the roots on the feedback strength \( \kappa \) for two points in the bifurcation diagram, one taken in the region of a single periodic orbit, \((v, \alpha) = (0.9, 0.6)\), marked by a solid dot in Fig. 2(a), and another in the region of three periodic orbits, \((v, \alpha) = (0.25, 0.3)\), marked by a solid square in the same figure. In both cases there is an interval of \( \kappa \) for which the real parts of all roots of the polynomial (23) are negative, \( \text{Re} \Lambda < 0 \). In this interval, the system converges to a previously unstable orbit and the synchronization with an external force is restored. The characteristic time of this convergence (the time of synchronization) can be estimated as \( \tau = 1/|\text{Re} \lambda_{mx}| = 2/\epsilon \text{Re} A_{mx} \), where \( A_{mx} \) is the leading FE (at a given value of \( \kappa \)), i.e., the FE with the maximal real part.
The largest orbit with the amplitude \(|\nu_c|\) has a single UPO with the amplitude \(|\nu|\). The control perturbation is switched on at the moment \(t_c = 40T\), i.e., \(k = 0\) for \(t < t_c\) and \(k = 0.07\) for \(t > t_c\). At the moment of switching on the control the filter has zero initial conditions, \(u(t_c) = 0\), \(v(t_c) = 0\). The stable controller stabilizes an UPO with the amplitude \(|A_0| \approx 1.034\). (a) Dynamics of the output variable \(y\). (b) Dynamics of the control perturbation \(k(y - bv)\).

From Fig. 3(a) we see that for a set of parameters \((\nu, \alpha) = (0.9, 0.6)\), \(\nu = 0.25\), \(v_t = 0\), the UPO is stabilized in the interval of the control gain \(k_1 < k < k_2\), where \(k_1 \approx 0.53\) and \(k_2 \approx 1.5\). The optimal value of the control gain is \(\kappa_{op} \approx 0.7\), since it corresponds to the minimal value of the leading FE, and thus provides the fastest convergence to the stabilized orbit. Similar results are obtained in the region of three periodic orbits with the use of an unstable filter. Figs. 3(c) and (d) show an evolution of the FE’s of the smallest orbit for a set of parameters \((\nu, \alpha) = (0.25, 0.3), \gamma = -0.5\), and \(v_t = 0\). Now the interval of stability is infinite \(k_1 < k < \infty\), \(k_1 \approx 1.525\) and the optimal value of the control gain is \(\kappa_{op} \approx 2.55\).

4. Dynamics of the controlled system

To support the above linear analysis we have performed numerical simulations of the original non-linear system (4)–(7). The results for a set of parameters \((\nu, \alpha) = (0.9, 0.6)\) and \(\varepsilon = 0.1\) are shown in Fig. 4. In this case the uncontrolled system has a single UPO with the amplitude \(|A_0| \approx 1.034\) and the FE’s \(\lambda_0 = \varepsilon A_0/2 \approx 0.0233 \pm 0.0430\). To stabilize this orbit we use a stable controller with the parameter \(\gamma = 0.25\) or \(b = \varepsilon \gamma = 0.025\). We demonstrate successful stabilization for an optimal value of the control gain \(k = \kappa_{op} = \varepsilon \kappa_{op} = 0.07\). Without control \((t < t_c = 40T)\) the forced oscillator exhibits a beat phenomenon. The control perturbation removes the beat, and after a transient the synchronous regime with the external force is restored. The control perturbation becomes extremely small whenever the oscillator reaches a previously unstable orbit.

Fig. 5 shows a control of the oscillator for a set of parameters \((\nu, \alpha) = (0.25, 0.3), \varepsilon = 0.1\), when the system has three periodic orbits. The largest orbit with the amplitude \(|A_0| \approx 2.12\) is stable. It corresponds to the synchronized periodic motion of the system that is observed without control for \(t < t_c = 40T\). The smallest orbit with the amplitude \(|A_0| \approx 0.645\) is unstable; its two complex conjugate FE’s are \(\lambda_0 \approx (0.0396 \pm 0.0114i)\). This orbit is impossible to stabilize with the stable filter and therefore we use an unstable controller with the parameter \(b = \varepsilon \gamma = -0.05\). Again we show the dynamics for an optimal value of the control gain \(k = \kappa_{op} = \varepsilon \kappa_{op} = 0.255\). The unstable controller switches the system from synchronized motion with the large amplitude to another synchronized motion with the small amplitude. When this new synchronization regime is settled the feedback perturbation almost vanishes.

5. Experimental implementation

The suggested control technique has been demonstrated experimentally using the setup depicted in Fig. 6. The OA1 and \(L_0C_0\) based subcircuit is a self-sustained oscillator, the same as in the previous work [13]. While the below subcircuit containing OA3 and \(L\) is a controller. The latter is either a stable controller or an unstable one. The stable controller includes the unit \(B_1\), that is simply a buffer. In the unstable controller the \(B_1\) is replaced with the \(B_u\) composed of an inverter (OA2) and negative impedance converter (OA4). The self-sustained oscillator is externally forced from a sinusoidal oscillator of frequency \(\omega\).

Employing the Kirchhoff’s laws the oscillator with the stable controller can be described by the following set of differential equations:

\[
L_0 \dot{I}_{L0} = V_{C0},
\]

\[
C_0 \dot{V}_{C0} = -I_{L0} + \frac{V_{C0}R_2}{R_1R_3} - \frac{V_{C0} + V^*}{R_4} H(|V_{C0} - V^*|)
+ \frac{F(t) - V_{C0}}{R} - s \frac{V_{C0}(R_5 + R_6)}{R_5R_6} + s \frac{V_C}{R_7},
\]

\[
L \dot{I}_L = V_C,
\]

\[
C \dot{V}_C = -I_L - \frac{V_C}{R_7} + s \frac{V_{C0}(R_5 + R_6)}{R_7R_9}.
\]
Eq. (35) represents the non-linear current-voltage characteristic of series chain composed of the diodes and the resistor $V_C$ for frequency $f$. Here in contrast to $s$ the switch factor $s^* = 1$, when the control is off and $s^* = 0$, when the control is on. While the $r$ represents small resistance of the closed switch $S^*$. The large negative term with $s^*$ in Eq. (41) keeps the voltage $V_C$ of the unstable controller close to zero value while the control is off.

Let us introduce the following notations:

$$
\omega_0^2 = (L_0 C_0)^{-1}, \quad \omega^2 = (L C)^{-1},
$$

$$
\rho_0 = \sqrt{L_0 / C_0}, \quad \rho = \sqrt{L / C},
$$

$$
a = \frac{\rho_0 \omega_0 \omega F_0}{R}, \quad \varepsilon = \frac{\rho_0 \omega_0 R_2}{R_1 R_3},
$$

$$
b_1 = \frac{\rho_0 \omega_0}{R_6}, \quad b_2 = \frac{\rho_0}{R_7},
$$

$$
k_1 = \frac{\rho_0 \omega_0 (R_5 + R_6)}{R_5 R_6}, \quad k_2 = \frac{\rho_0 (R_8 + R_9)}{R_7 R_9},
$$

$$
f (V_C) = \frac{R_1 R_3}{R_2} \left[ \frac{H(|V_C| - V^*)}{R_4} + \frac{1}{R} \right].
$$

For the stable controller in the on state ($s = 1$) Eqs. (34)–(35) and (36)–(37) can be presented in the following form:

$$
\dot{\tilde{V}}_C + \omega_0^2 \tilde{V}_C + \varepsilon [ f (V_C) - 1 ] \tilde{V}_C = \frac{a \cos \omega t}{k (\tilde{V}_C - b \tilde{V}_C)},
$$

$$
\dot{\tilde{V}}_C + \omega^2 \tilde{V}_C + b \tilde{V}_C = \tilde{V}_C.
$$

Here the equalities $b_1 = b_2 = b$ and $k_1 = k_2 = k$ are assumed. After simple transformation $V_C \rightarrow k \tilde{V}_C$ one can see that Eqs. (43)–(44) just coincide in the form with Eqs. (1)–(2) for $q = b$ and $p = 0$.

The same equations (43)–(44) hold in the case of the unstable controller with $s = 1$, $s^* = 0$. However, the coefficients $b_1$ and $b_2$ have different definitions in comparison with (42):

$$
b_1 = -\frac{\rho_0 \omega_0 R_1 (R_3 + R_4)}{R_6 R_1 R_4},
$$

$$
b_2 = \rho_0 \left( \frac{1}{R_7} - \frac{R_1}{R_1 R_2 R_4} \right).
$$

We note, that in (45) the $b_1 < 0$. Since $b_1 = b_2 = b$ the parameter $b$ in Eqs. (43)–(44) is also negative for the unstable controller.

The experimental results are presented in Figs. 7 and 8. They are in a good agreement with the numerical results shown in Figs. 4 and 5, respectively.
and the theoretical approach presented here are valid for any self-sustained oscillator close the Hopf bifurcation point. In our analysis, we have considered sinusoidal external force, however, the results can be easily generalized for non-sinusoidal periodic force. In the vicinity of the Hopf bifurcation only the first harmonic of the external force is relevant such that all formulas remain valid with only difference that the force amplitude has to be interpreted as the amplitude of the first harmonic (cf. Ref. [1]).

The efficiency of the control technique we have demonstrated experimentally for an electronic circuit. A good agreement with the theoretical results has been obtained for both stable and unstable controllers. The experimental results demonstrate the universality of the proposed algorithm, since the experimental self-sustained oscillator differs from the van der Pol oscillator. The experiment also confirms the robustness of the method against noise and small inaccuracy in the controller parameters.

To compare this method with two other recently proposed DFC [12] and BTC [13] methods, we first note that the present method as well as the DFC are based on model independent algorithms, while the BTC requires the knowledge of the system equations. However, the BTC algorithm is most efficient in the sense that it provides the fastest convergence to the stabilized periodic orbit in the extended region of synchronization. Thus if the model equations of the oscillator are known the best choice would be the BTC algorithm. In the case of unknown model equations the DFC or the present method can be chosen. The present method has an obvious advantage of a simple experimental implementation. It is superior to the DFC in the region of small amplitudes of the external force when using an unstable filter. The DFC advantage is that, in ideal case it turns the control perturbation exactly to zero. For the present method, the control perturbation vanishes only in approximation of averaged equations. For the DFC method, all harmonics of the unstable orbit pass through the feedback loop unchanged, while the second order filter preserves unchanged only the first harmonic and may change higher harmonics. However, close to the Hopf bifurcation the higher harmonics are small and the control perturbation in the present method is also extremely small.

6. Conclusions

We have proposed a simple model independent method for non-invasive control of synchronization region of a periodically forced self-sustained oscillator. The controller is based on a second order active filter incorporated in the feedback loop, which stabilizes unstable periodic orbits lying outside the synchronization region. By the method of averaging the analytical conditions for the controller parameters have been derived, which guarantee an extension of the synchronization region with only small control perturbation. We have considered both the stable and unstable filters and have shown that the unstable filter is more efficient in the case of small amplitudes of the driving force.

Although our theoretical analysis is restricted to the case of a specific example of the van der Pol oscillator, the main results
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